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SYLLABUS

2012 Spring Day Semester 
January 17, 2012 – May 10, 2012
CS330 Computer Architecture
1. Overview
[image: image1.png]The “Computer Organization Architecture”, Eighth Edition, provides a unified view of this comprehensive subject.  William Stalling, the author of this textbook received the Text and Academic Authors Association award for the best engineering textbook of the year.  

The book covers the following fundamentals of CPU, control unit, microprogramming, instruction set, I/O and memory.  Various support materials accompany the book, which enhance a student’s learning experience during their study of computer science architecture.
The CS330 “Computer Architecture” course is one of the new elements of the revised the CS curriculum approved by the Academic Council in February 2011.  Computer architecture is about the structure and function of computers. Therefore, this course on architecture is an essential part of any computer science program.  The variety of products and the speed in which they change poses quite a challenge.  New computer components are being created every year and increasingly, parallel organization concepts are used in joining these pieces together.

The objective of this course is to present the fundamental concepts in a consistent and clear way so that students understand the need to master them.  Achieving computer performance increases has always been an important design challenge, which sometimes leads to difficulties in balancing computer architecture and its various components in the design and implementation of modern computer systems.  The course provides a clear and broad description of the concepts that emphasize fundamental computer architecture. The major components are presented and their role discussed in the overall system context.

The course topics are organized into five parts, as described in this textbook:

1. Part One: Provides an overview of computer organization and architecture and looks at how computer design has evolved. 
2. Part Two: Examines the major components of a computer and their interconnections, both with each other and the outside world. This part also includes a detailed discussion of internal and external memory and of input– output (I/ O). Finally, the relationship between a computer’s architecture and the operating system running on that architecture is examined. 
3. Part Three: Examines the internal architecture and organization of the processor. This part begins with an extended discussion of computer arithmetic. Then it looks at the instruction set architecture. The remainder of this part deals with the structure and function of the processor, including a discussion of Reduced Instruction Set Computer 
(RISC) and superscalar approaches. 
4. Part Four: Discusses the internal structure of the processor’s control unit and the use of microprogramming. 
5. Part Five: Deals with parallel organization, including symmetric multiprocessing, clusters, and multicore architecture.
The course website includes pedagogic features to enhance a student’s learning experience:

· Interactive simulations (20)

· Figures and tables

· List of key words and glossary
· Chapter questions

· Homework problems

· TestBank questions and answers

· Suggestions for further reading

· Research projects

· Recommended Web sites

Class Schedule: 

11:30 – 12:50 PM; T, Th at room H124

Office Hours: 

02:30 – 03:30 PM; MWF at Kieffer Room 26

Instructor Information:
Dr. Maria Brownlow 

email: 


maria.brownlow@chaminade.edu
Contact:


808-739-8337 

Textbook:

	CS 330 Computer Architecture (3 Credits)

Textbook: William Stallings “Computer Organization and Architecture, Designing for Performance”, Eighth Edition, Pearson, Prentice Hall, Inc., ISBN: 0-13-607373-5



2. Course Learning Outcomes and Linkages to Program Learning Outcomes

At the conclusion of the CS330 course students will demonstrate:
1. An integrated understanding of contemporary computer organization and architecture.
2. An understanding of computer architecture’s objectives, functions and developments, which lead to modern chip design that results in higher performance.  
3. An understanding of a distinction often made between computer architecture and computer organization.

4. An understanding of the complexity of the contemporary computer design that contains millions of electronic components.

5. An understanding of the hierarchical (levels) nature of complex systems that is essential to both their design and their description.  At each level of design, the focus is on the structure; the way components are interrelated and function; and the operation of each individual component as a part of the structure. 
6. The ability to explain how incredible increases in processor speeds relates to the shrinking size of the microprocessor components and the organization of the processor, using various techniques, which keep it busy most of the time.
3. Catalog Description

Architecture versus organization; logic modules; CPU, memory and I/O; instruction cycles and the control unit; data path implementation of the CPU; memory structure and timing; I/O interface, interrupts, programmed I/O and DMA; and assembly language programming. Offered annually in the spring semester. Prerequisite: CS250.

4. Course Description

This course is about the fundamentals from which computers are built. It covers the essentials of computer architecture as described in the course topics on page 1-2. Knowledge of computer organization and the underlying hardware is relevant to anyone who intends to write software. 
The best programmers understand how programs affect the hardware instructions, memory access, I/O and timing.  Understanding this architecture can help students excel in this highly competitive world economy.  The subject is extensive and complex but be comforted in knowing that comprehending architectural components without knowing all low-levels of technical details is achievable. 
Students taking this course will need to know the essential characteristics of major components, their role in the system and the associated consequences for software.  Therefore, a top-down approach in the chapters of this textbook presents material in the best format for examining these details.  
5. Tentative Schedule

	Week
	*Lecture/Power Point Topic
	Chapters
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	http://www.WilliamStallings.com/COA/COA8e.html 
Student Resources button: Useful links and documents for students
	

	
	http://williamstallings.com/ComputerOrganization/ 

Online resources for this book: useful web sites, help and advice for students, interactive simulations, downloadable software and documentation.
http://pages.cs.wisc.edu/~arch/www/
A comprehensive index to information relevant to computer architecture researchers, including architecture groups and projects, technical organizations, literature, employment, and commercial information.
http://www.zen26266.zen.co.uk/index.htm
An interesting and useful collection of information.

http://www.sigarch.org/
Information on SIGARCH activities and publications, good set of useful links.

http://tab.computer.org/tcca/
Technical Committee on Computer Architecture (TCCA) includes copies of newsletter and other useful links.


	

	
	www.WilliamStallings.com
http://www.computersciencestudent.com/
Computer Science Student Resource Site: Useful links and documents for computer science students.
	

	1- 2
	1St Day - Course overview.
Chapter 0 Reader's Guide

0.1 Outline of the Book

0.2 A Roadmap For Readers and Instructors

0.3 Why Study Computer Organization and Architecture

0.4 Internet and Web Resources 

Part I offers an overview of computer organization and architecture and look how computer design has evolved. 
Exam I

	Chapter 0 - 2

	3 - 7
	Part II examines the major components of a computer and their interconnections, both with each other and the outside world. This part also includes a detailed discussion of internal and external memory and of input– output (I/ O). Finally, the relationship between a computer’s architecture and the operating system running on that architecture is examined. 

Exam II
	Chapters 3 – 8


	8 - 12
	Part III examines the internal architecture and organization of the processor. This part begins with an extended discussion of computer arithmetic, than looks at the instruction set architecture. The remainder of this part deals with the structure and function of the processor, including a discussion of Reduced Instruction Set Computer 

(RISC) and superscalar approaches. 

Exam III
	Chapters 9 - 14


	13 - 14
	Part IV covers Uniprocessor scheduling (with UNIX being used as an example) and an overview of multiprocessor scheduling.
Exam IV


	Chapters 15 – 16


	15 - 16
	Part V deals with parallel organization, including symmetric multiprocessing, clusters, and multicore architecture.

Exam V
	Chapters 17 – 18



*Lecture schedule subject to change at the discretion of the instructor.

6. Grading
Grading will be based on the following table:

	Grading your accomplishments:

Homework assignments                           15%

Classroom participation                           15%
Projects                                                          15%
Exams                                                             55%
	Grade scale:   

A = 100% – 90%

B =   89% – 80%

C =   79% – 70%

D =   69% – 60%


7. Policies
Late assignments

Any assignment turned in after the due date deadline is considered late and will be graded accordingly.  Class begins on time.  Chronic tardiness will be viewed as absence from class.  Regular attendance is expected and essential for your progress in this class.  Although our textbook is excellent, the goal of the lecture and discussion is to provide the needed context to remove barriers to your understanding of the material.
Please refrain from eating in class

No makeup exams will be granted in the event of an absence.  If a student cannot attend a class in which an exam has been scheduled, the student must notify the instructor no later than the class prior to the scheduled exam.  In the event of illness, a Doctor’s note will be expected.

You are encouraged to work together; however, all graded material must be your own.  You are also expected to have read and to abide by the “Student Rules of Conduct” which is available in your copy of Chaminade University’s Student Handbook.  

Policy on cell phones and music devices  

Music Devices and Cellular Phones:  Unless specifically permitted by your instructor, the use of music devices and cell phones is prohibited during all Natural Science and Mathematics classes at Chaminade as it is discourteous and may lead to suspicion of academic misconduct.  Students unable to comply will be asked to leave class.

ADA Accommodations:  Students with special needs who meet criteria for the Americans with Disabilities Act (ADA) provisions must provide written documentation of the need for accommodations from the CUH Counseling Center (Dr. June Yasuhara, 735-4845) by the end of the third week of classes.  Failure to provide written documentation will prevent your instructor from making necessary accommodations.  Please refer any questions to the Dean of Students and review procedures at www.chaminade.edu/student_life/sss/counseling_services.php
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